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Delayed voltammetric with respect to amperometric 
electrochemical detection of concentration changes in 
microchannels 

Raphaël Trouillon and Martin A. M. Gijs  

The time response of an electrode incorporated into a fluidic channel to variations in analyte 
concentration of the outer-sphere redox probe ferrocenemethanol was investigated, both for 
amperometry (AMP) and cyclic voltammetry (CV). The experimental data show that the 
temporal resolution of CV is not as good as for AMP, as CV cannot properly detect fast 
concentration transients. The delayed response of CV was previously reported, for 
neurotransmitters, and mostly attributed to adsorption of the analyte to the electrode surface. 
By using an outer-sphere redox couple, we show that mass transport also significantly delays 
the response of CV. The experimental delay time in CV was understood from mass transfer 
limitations due to the relaxation of the diffusion layer during repeated potential scanning. 
Furthermore, a robust protocol for the analysis of fast concentration transients was established, 
using the impulse and modulation transfer functions of the system. This method was found to 
be more precise than the mere analysis of the undifferentiated traces in the time domain. As a 
proof of concept, the effect of increased viscosity was investigated, showing that AMP was 
more sensitive than CV to these variations. Overall, this analysis underlines further the 
enhanced temporal sensitivity of AMP over CV, at the expense of decreased chemical 
resolution, potentially having implications for in situ electrochemical detection of biologically 
relevant molecules. 

 

Introduction 

Recent years have witnessed a tremendous development of 
micro-devices applied to bio-analysis.1 The micrometric scale 
of these systems is ideally suited to the small sample size often 
encountered in life sciences, and is also compatible with single 
cell analysis.2,3 Their micro-fabricated nature also makes them 
highly amenable to miniaturization, mass production and 
automation, a welcome feature when reproducibility, massively 
parallel capabilities and wide dissemination are all expected to 
facilitate the application of new biotechnologies to diagnostics, 
individual healthcare or routine laboratory analysis. These 
devices are commonly fabricated by soft lithography,4–6 and 
usually combine an analytical method, for the final assessment 
of the reaction of interest, with a fluidic system, used to handle 
and prepare the sample.  
Even though the main detection scheme in these chips is often 
based on optics, electrochemical methods offer several 
attractive characteristics for on-chip analysis.7,8 Indeed, 
electrochemical stations can now be significantly miniaturized, 
and several commercial hand-held and/or Universal Serial Bus 
(USB)-powered options are available. Additionally, electrodes 
can be manufactured by standard microfabrication methods and 
are obviously complementary to microfluidic systems. 
Electrochemical detection of biomolecules has been routinely 
used for the analysis of several biological processes, e.g. 

neurotransmission,9,10 and have shown good sensitivities and 
detection capabilities for bio-applications.11,12 Furthermore, 
recent developments in the fields of tissue-, cells- or organ-an-
a-chip13–16 could take advantage of the versatility and ease of 
use of electrochemical sensors. Indeed, the biological use, in 
situ, of electrochemical techniques is now well-known, and 
integrating these systems into these new devices is now an 
obvious step to achieve a reliable, cheap and user-friendly bio-
chip with integrated detection. Again, the specificity of 
electrochemical detection would here be a welcome 
complement to the optical methods typically used in this field. 
These considerations have motivated the study of 
electrochemistry in fluidic channels. Indeed, electrochemistry is 
intrinsically based on the analysis of fluxes of analytes, and the 
specific diffusive and convective phenomena encountered in 
microchannels are expected to lead to new observations. The 
specificity of microfluidics may also induce new phenomena. 
For instance, electrochemistry has been found to resolve 
transient hydrodynamic flow profiles in microchannels.17 
Similarly, the response of inlaid band microelectrodes can be 
significantly altered by the characteristics of the system.18–20 
Previous reports focusing at the redox chemistry of dopamine 
have reported that fast-scan cyclic voltammetry (CV) shows a 
delayed response in comparison to amperometric (AMP) 
recordings. This delay was principally attributed to dopamine 
adsorption to the electrode surface, thus slowing the 
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electrochemical response in the case of a fast potential 
ramp.21,22  However, the role of mass transport in this delay has 
not been fully investigated in this particular case. The 
specificity of CV over AMP, i.e. the rapid variation of the 
applied potential, allows for a better discrimination of the 
different analytes in solution, but could also be at the basis of a 
delayed response due to a continuously changing non-
equilibrium depletion layer and associated relaxation effects 
near the electrode. 

 
Figure 1: Design and characterization of the device. A) 3D schematic of the 
device, showing the Pt electrode inserted into the sensing area. B) Scheme of the 
device layout, showing the buffer and analyte inlets, the mixing serpentines, the 
sensing site with the working electrode (WE), and the waste outlet, where the 
reference electrode (RE) is placed (the black bar indicates 1 mm). C) Scheme of 
the device fabrication, showing the insertion of the Pt wire electrode through a 
syringe needle. 

To investigate this possibility, we compared the responses of an 
electrode incorporated into a fluidic channel to variations in 
analyte concentration. The outer-sphere redox probe 
ferrocenemethanol (FcMeOH)20,23,24 was used, to disentangle 
our observations from secondary mechanisms that are typical of 
inner-sphere reactions (adsorption, formation of chemical 
bonds, changes in chemical structure, etc.), which may delay 
the response. This redox probe is hence expected to allow for 
the direct observation of the effect of convective and diffusive 
mass transport on the measured current profiles. Other 
chemicals could have been used, such as hexaamineruthenium 
(III). In the case of hexaamineruthenium (III), and because of 
the oxygen permeability of poly-dimethylsiloxane (PDMS), 
reduction oxygen at the electrode would have been hard to 
avoid during electroanalysis. This additional reaction would 
have complicated the analysis of our system. This justified the 
choice of FcMeOH, to avoid interferences from background 
species. Two electrochemical detection schemes have been 
compared, AMP and CV at a relatively high scan rate (SR) of 
10 V s-1. Several concentration profiles (sawtooth, sine and 
step) have been tested, and different flow rates, ν, were 

investigated (for a 4 s step concentration profile). In all the 
cases, the CV traces were found to be delayed in comparison to 
the AMP traces. This delay over the amperometric response 
time was found to increase with the flow velocity (in the case of 
a step concentration profile). Spectral analysis of the data 
showed that, above a specific flow velocity, the ability of CV to 
resolve the variations in concentration decreases in comparison 
to AMP. Finally, the effect of buffer viscosity was studied. 

 
Figure 2: Electrochemical characterization of the system. A) Characteristic CV 
responses, for 1 mM FcMeOH in PBS, for different scan rate SR (50, 100, 500, 
1000 and 5000 mV s-1). B) Dependence of the oxidative peak current ip with SR1/2 
determined from the curves in A) (N= 3, average ± SD, datasets obtained from 2 
different chips). C) Characteristic CV responses for 1 mM FcMeOH in PBS, for 
different flow rate ν (0, 2, 10, 20 and 30 µl s-1, SR= 100 mV s-1). D) Typical EIS 
trace obtained for a static solution of 1 mM FcMeOH in PBS, showing a clear 
diffusion-limited behavior for all the frequencies considered (10 Hz to 100 kHz). 

Results and discussion 

Electrochemical characterization of the device 
Figure 1 shows the finished device, highlighting the position of 
the Pt wire used as a WE, as well as the fabrication procedure 
(see the Experimental section for details). To characterize the 
electrochemical properties of the system, the characteristics of 
CV performed in 1 mM FcMeOH, in PBS, were analyzed (here, 
the CV were not background-subtracted). Figure 2A shows the 
impact of increases in SR on the CV traces (SR= 50, 100, 500, 
1000 and 5000 mV s-1). At high SR, the system shows well 
defined peaks, and in all the traces, a clear increase in oxidative 
current is observed at a potential consistent with FcMeOH 
oxidation.25 Furthermore, the oxidative peak current ip increases 
with SR. The magnitude of ip is known to be proportional to the 
square root of SR, as it is directly related to the diffusion layer 
thickness.26–28 The graph presented in Figure 2B shows a clear 
linear relationship between ip and SR1/2. Similarly, Figure 2C 
shows typical CV traces obtained for increasing ν (0, 2, 10, 20 
and 30 µl s-1). As expected, an increase in ν results in a higher 
diffusion-limited current iss (i.e. the current plateau 
corresponding to steady-state situated at voltages higher than 
the voltage at which ip occurred in Figure 2A, on the right side 
of the CV) because of the increased mass transport. Indeed, for 
these flow rates, mass transport is not solely controlled by local 
diffusion anymore, but principally by convection. Furthermore, 
as pointed out by several reports, for different electrode 
geometries, iss increases linearly with ν1/3.29–33 This dependence 
was also observed in our experimental analysis (data not 
shown). 
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Figure 3: Response of the device to different input concentration profiles (ν= 10 μl s-1): 4 s sawtooth (left), sine (4 s period, center) and 4 s step (right). The top row 
indicates the input flow rate of the analyte (1 mM FcMeOH in PBS). The bottom row shows the normalized, baseline-subtracted currents obtained from the AMP 
(solid line) and CV (dashed line) traces (from 3-4 cycles, average ± SD). 

Finally, to emphasize the outer-sphere nature of this redox 
reaction, EIS scans like the one shown in Figure 2D were 
performed. As expected, a linear-like graph, revealing a pure 
diffusion-limited behavior, is obtained.26,34 This indicates that 
the charge transfer resistance is low, and that the reaction is 
thermodynamically favored, i.e. that there are no secondary 
phenomena (formation of chemical bonds, adsorption, etc.) 
hindering the electron transfer. The traces were fitted with a 
simplified version of Randles’ model, where a resistor 
modeling the resistance of the solution RS is connected in series 
with a Warburg impedance ZW, accounting for the diffusion of 
the analytes. The modulus of the Warburg impedance was 
√2�𝐴𝑊 �2𝜋𝜋⁄ �, where f is the applied frequency and AW= 
(2.94 ± 0.07) 106 Ω s-1/2(N= 3). The solution resistance can be 
determined from Figure 2D as 54 ± 8 kΩ (N= 3). This value 
can be understood by the presence of the connecting 
microchannel between the WE and the RE, which is filled with 
PBS. The conductivity of PBS is 1.5 mS cm-1,35 while the 
channel separating the WE from the RE is 100 µm high, 100 
µm wide, and about 1 mm long, resulting in a calculated 
resistance of a few 100 kΩ. This is higher than the measured 
value, but the presence of the 1mM FcMeOH was not taken 
into account in this calculation, and the precise geometry of this 
section of the chip is unknown, as the site of the hole punched 
for the connection cannot be very precisely controlled. 
However, the typical behavior of a charge transfer resistance in 
parallel with the electrode double layer capacitance (a semi-
circle starting at the origin in the plot of Figure 2D) is not 
observed in this EIS scan, up to 100 kHz. Overall, the increased 
solution resistance has no effect on the high-frequency response 
of our system. Hence, the time response of our device should 
mostly be described by the diffusive and chemical kinetics of 
the electrochemical reaction near the electrode, rather than be 
determined by microchannel design. This is further supported 
by calculating the electrode double layer capacitance from the 
CV data (see Supporting Information). This capacitance was 
evaluated as 3 nF. If this capacitance is in series with the 
solution resistance Rs, a characteristic time constant of ~0.2 ms 
is expected. As detailed below, this time response is much 
faster than the expected typical time scale of the diffusive 
processes (about 10 ms, see below the discussion on τD), and 
can be neglected. 

Furthermore, the curve of Figure 2D can be modeled, in a first 
approximation, by the following impedance Zeq 
𝑍𝑒𝑒 = 𝑅𝑠 + 𝑍𝑤  

= 𝑅𝑠 +
𝐴𝑤
�2𝜋𝜋

+
𝐴𝑤

𝑗�2𝜋𝜋
= �𝑅𝑠 +

𝐴𝑤
�2𝜋𝜋

� − 𝑗
𝐴𝑤
�2𝜋𝜋

 (1) 

with Aw being the Warburg coefficient, defined as26,36 
𝐴𝑊 = 𝑅𝑅

𝑛2𝐹2𝐴𝐶0√2𝐷�  (2) 

where R is the gas constant, T is the temperature, n the number 
of electrons transferred, F the Faraday constant, A the electrode 
surface area, D the diffusion coefficient and C0 the bulk 
concentration of the analyte. The diffusion coefficient of 
FcMeOH in aqueous buffers was evaluated by others as (7.6 ± 
0.4) 10-10 m2 s-1.19 Hence, the theoretical value of Aw was 
calculated for our experimental conditions as 4.3 105 Ω s-1/2. 
This is lower than the experimental result, and is understood as 
an indication of hindrance in the diffusive dynamics of the 
reaction from the microchannels. Indeed, the low channel 
height (100 μm) will constrain the mass transport at the 
extremities of the cylindrical electrode, thus reducing the 
expected current, in comparison to the same geometry in a free, 
unconstrained fluid, and leading to an apparent increase in 
diffusive resistance. This is supported by the scan rate analysis 
(Figure 2B). The slope of the fitting curve was extracted, and 
the expression of the peak current for a cylindrical electrode, 
provided by Matsuda et al.27 was used to evaluate the electrode 
surface area. The theoretical value was smaller than the one 
expected from our electrode dimensions, thus showing that 
restricted diffusion in this thin film of buffer leads to an 
apparent smaller electrode surface, and a larger ZW. 

Potential scanning induces a delay 
The response of AMP and CV were initially compared by 
comparing the traces recorded during the injection of different 
concentration profiles of FcMeOH, as shown on Figure 3. The 
maximum concentration was 1 mM, and ν was 10 µl s-1. Three 
different flow profiles were used, a sawtooth, a sine wave and a 
step, as shown on Figure 3, top. The analyte concentration was 
adjusted by modulating the ratio of the flow rates of the two 
input channels to the chip (buffer and analyte), the sum of the 
respective flow rates being fixed at 10 µl s-1. Note that the 
currents in Figure 3 are normalized by their maximum values 
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(imax); for CV measurements, imax is of the order of ∼250 nA, 
while this is typically lower in AMP recordings, where one 
finds e.g. ∼100 nA, for ν= 10 µl s-1. 
The electrochemical response obtained at the WE was recorded 
and processed (normalization and background subtraction), as 
detailed in the Experimental Section. The averaged traces (N= 
3-4; ± SD) are presented in Figure 3, bottom. To facilitate the 
comparison, the traces were overlaid and aligned. In the case of 
the sawtooth and step profiles, this was done by aligning the 
initial rises in current, indicating the onset of the increase in 
FcMeOH concentration. For the sine curve, the maximum 
currents, indicating the top of the concentration wave, were 
aligned. In all the considered cases, the CV measurements 
appear to be delayed, in comparison to the AMP traces. 
A closer inspection indicates that this delay is more prevalent 
for fast variations in FcMeOH concentration. For instance, for 
the sine wave, and the rising part of the sawtooth, the AMP and 
CV traces are largely or totally overlapping. However, when 
the concentration changes rapidly, as seen for the drop at the 
end of the rise of the sawtooth, or in the case of the step, the 
CV response is largely delayed in comparison to the AMP 
traces. Overall, the difference between CV and AMP becomes 
more marked with fast, steep changes in concentration. In the 
sine waves, the changes are much smoother than for the step or 
the sawtooth, the delayed response of CV being hence much 
smaller than for the step or sawtooth profiles. 
As an outer-sphere redox couple was used in our analysis, and 
the EIS traces show a diffusion-limited behavior, even at high 
frequencies, the recorded current should be largely controlled 
by the ionic mass transport of the analyte of interest. Because of 
the nature of voltammetric sensing, where the specificity of the 
measured signal principally arises from the stabilization of the 
diffusion layer under the depletion of the analyte of interest at 
the vicinity of the electrode surface, this observation strongly 
supports that the observed delay stems from the hindered 
dynamics of the depletion layer during the repeated 

voltammetric sweeps. This hypothesis is tested by modifying 
the properties of the flow, mostly the velocity and the viscosity 
of the buffer (vide infra). 

Effect of flow velocity 
In this section, four different levels for ν were tested (10 μl s-1, 
5 μl s-1, 1 μl s-1, 0.5 μl s-1). Step-shaped concentration profiles 
were used, injecting a 1 mM FcMeOH solution for 4 s. As seen 
on Figure 3, for the step profile, the responses of the system to 
the onset and the end of the step are qualitatively different. To 
simplify the analysis, we here focus on the current profiles 
induced by the rising section of the step (i.e., from 0 to 4 s). 
The results obtained for the different ν values, for the AMP and 
CV methods, are shown in Figure 4A-D. 
In general, the current traces, both for CV and AMP, get 
sharper as ν increases. This behavior can be explained by the 
decreased time during which dispersion of the analyte at the 
edge of the injected plug occurs for higher velocities, leading to 
less broadening of the ascending slope of the concentration 
profile. The effects of fluid viscosity, known as Taylor 
dispersion, tend to amplify this phenomenon.37 The ascending 
sections of the traces shown on Figure 4A-D were well-fit with 
the positive part (i.e. for t ≥ 0 s) of the error function erf 

𝑐𝑐𝑐𝑐𝑐𝑛𝑐(𝑐) = 𝛼 erf �
𝑐

𝜎√2
� 

= 𝛼
2
√𝜋

� 𝑐−𝑢2𝑑𝑐
𝑡

𝜎√2

0
 

(3) 

where α is a fitting parameter. The parameter σ is the standard 
deviation of the Gaussian integrated in the definition of the 
error function. This function is known to describe the time 
variations, under the effects of diffusion, of the concentration 
profile between two regions of different concentrations.37 This 
phenomenon is similar to the Taylor dispersion (vide infra). 

 
Figure 4: Comparison of the AMP (solid line) and CV (dashed line) responses of the device to a 1 mM concentration step, applied for 4 seconds, at varying flow rates, ν 
(A- 10 μl s-1; B- 5 μl s-1; C- 1 μl s-1; D- 0.5 μl s-1; the 10 μl s-1 data was obtained from 2 different chips). The traces were baseline-subtracted, and normalized to the 
maximal recorded current. The data presented here is the average of 4-8 traces, ± SD. Panel E shows the relationship between σAMP, σCV and ν-1/2. σ indicates the best 
fit to the standard deviation of the Gaussian integrated in the definition of the error function (see Eq. 3). The markers show the experiment-derived data, the full and 
dashed lines are linear fits. Panel F shows a scheme of the 2-region model described in the text, with the layer adjacent to the electrode allowing for the 
establishment of the diffusion layer in the z-direction because of the absence of convection (region 2), and a well-mixed region further away from the electrode 
(region 1). The limit of these two regions is characterized by the thickness of the boundary layer, δD (scheme not drawn to scale, the profile of the velocity field is here 
non-significant; the arrows indicate the magnitude of fluid velocity, the color of the background the concentration gradient). 
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However, because of the fast current rise at t= 0 s induced by 
the initial large flow-induced mass transport of analyte, only the 
right part of the erf function is considered. After this sharp 
onset, the rising section is largely induced by dispersion at the 
edge of a plug of analyte. Hence, the positive part of erf is a 
well-chosen model of the observed current traces, and was 
found to fit well with the experimental data. This allows for a 
close description of the sharp current increase as the bolus on 
analyte encounters the electrode, as well as the dispersion-
induced broadening of the data characterized by σ. 
The experimental values obtained for σ are plotted in Figure 4E 
as a function of ν-1/2 (vide infra), and are also reported in Table 
S1 (see Supporting Information), where σCV and σAMP 
conveniently indicate the values obtained from the CV and 
AMP traces, respectively. The values for σAMP are significantly 
smaller than the ones for σCV, for ν ≥ 1 μl s-1, indicating a faster 
current rise, in good agreement with the slower current 
variations of the CV analysis observed on the experimental 
traces of Figure 4. No significant difference is observed for ν= 
0.5 μl s-1 (most right point in Figure 4E), thus supporting the 
hypothesis that the delayed response of CV is more important 
for fast increases in concentrations, i.e. for fast transients. 
The characteristic rise times σCV and σAMP are both indicative of 
the level of dispersion in the system, as they are related to the 
steepness of the current rise, and can be quantitatively related to 
ν. The Péclet number 𝑃𝑐 = 𝑉0𝑑 𝐷⁄  where d is the typical 
dimension of the channel, radial to the flow (here, 100 μm) and 
V0 is the fluid velocity at the center of the channel, indicates 
whether convection or diffusion dominates in the considered 
mass transport phenomena.37 For high Pe, the system is 
convection-controlled. In our device, for the range of velocities 
considered, Pe > 5000. As a consequence, the steepness of the 
ramp at the buffer/ analyte interface mostly arises from Taylor 
dispersion, rather than from Brownian motion. Even though the 
case of a rectangular channel has been detailed in the 
literature,38 we use here for the sake of simplicity the 
expressions derived for a circular channel, of radius r, the two 
cases differing by a scaling factor depending on the dimensions 
of the channel.39 In this case, it is possible to define a dispersion 
length wd , characterizing the Taylor dispersion at the analyte/ 
buffer interface after a time t,37 while t can also be written as 
𝑙𝑐ℎ𝑎𝑎𝑎𝑒𝑎 𝑉0⁄ , where lchannel is the length of the channel:  

𝑤𝑑 = 𝑐 𝑉0�
48 𝑐
𝐷  

∝ �𝑉0 
∝ √𝜈 

(4) 

Note that, because of the convection control observed in our 
system, the diffusion-induced broadening of the ascending 
concentration of a plug injected in the microchannel (here 
indicated by D) is quantitatively different from a diffusion 
profile considered in the usual equation that describes the 
diffusion length as 𝐿𝐷 = √2𝐷𝑐. The distance wd can be related 
to the time dimension, and hence to the characteristic times σCV 
and σAMP, by dividing Eq. 4 by ν: 

𝜎𝐴𝐴𝐴  𝑜𝑐 𝜎𝐶𝐶 ∝  
1
√𝜐

 (5) 

Based on this analysis, the experimental values were 
represented on Figure 4E as a function of ν-1/2. A clear linear 
relationship can be observed, demonstrating that the variations 
in the steepness of the current rises are mostly controlled by the 
dispersion of the analytes. However, this equation is expected 
to poorly describe the system as ν-1/2 increases (or ν decreases), 

leading to lower Pe values and the system would become 
diffusion-controlled. 
A common approximation in hydrodynamic techniques states 
that the concentration of analyte is maintained uniform, and 
equal to its bulk concentration, beyond a certain distance δD 
from the electrode (Figure 4F).26 Below this distance, there is 
no convective movement, allowing the formation of the 
diffusion layer. This is somewhat similar to Prandtl’s boundary 
layer concept, where friction exerted on an object in a 
convective flow only arises from the fluid immediately adjacent 
to the surface of the object.40 Using this approximation, it is 
therefore possible to model the system in two regions, 
characterized by their normal distance z from the electrode 
surface. This model therefore consists in discretizing the system 
in two regions, assuming that in the area sufficiently close to 
the electrode, the effect of convection can be neglected and the 
mass transport is diffusion-controlled. A first region (Region 1 
on Figure 4F) is identified for z > δD, where convection is 
observed, and the concentration is uniform. Using the 
characteristic diffusion-limited regime of AMP, we assume that 
the AMP traces actually describe the averaged current at the 
vicinity of the electrode, in this region. The second region 
(Region 2 on Figure 4F) is the diffusion layer, for 0 ≤ z ≤ δD, 
and no convection occurs in this layer, following Prandtl's 
hypothesis. In the case of AMP, this region can be considered 
as stable, with the bulk concentration of the analyte varying at 
its outer limit, hence changing the diffusion-limited current. 
However, in the case of CV, this region is not stable, and its 
thickness varies constantly as the electrode potential is swept 
back and forth. The characteristic time τD for the diffusional 
relaxation of the concentration boundary layer has to be taken 
into account. This time was previously used to quantify the 
ability of the diffusion processes observed at the electrode to 
respond to alterations in mass transport at one edge of the 
diffusion layer after variations of the flow velocity.41,42 By 
analogy with these works, the reaction rate, controlled by the 
potential ramps during CV, will also alter the mass transport 
defining the diffusion layer, and the time required for the 
diffusion layer to adapt to these new conditions is expected to 
be described by τD. This characteristic time can be related to δD: 
41,42

 

𝜏𝐷 =
𝛿𝐷2

2𝐷 =
𝐷

2𝑘𝑡2
 (6) 

where kt is the mass transport coefficient of the electrode, 
defined as 

𝑘𝑡 =
𝑖𝑠𝑠

𝑛𝐹𝐴𝐶0
∝ 𝜐1 3⁄  (7) 

as iss is proportional to ν1/3.29–33 The expression presented in Eq. 
6 shows that τD is intuitively the diffusion time of an analyte 
across the diffusion layer, i.e. the time required for the 
information to diffuse across this layer. Interestingly, it can also 
be shown that τD is analogous to an RC relaxation time, as 
detailed in the Supporting Information. This analogy further 
hints that the intrinsic dynamics of the diffusion layer may act 
as an RC circuit, dampening the response of the system when 
exposed to fast concentration transients. This analysis also 
shows that the geometry of the system will only alter the 
response of the system by modifying the rate of change in 
analyte concentration in the electrode vicinity, mostly via 
Taylor dispersion. The actual response of the system, from 
which the delayed response of CV arises, is controlled by the 
dynamics of Region 2. 
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By combining Eq. 6 and 7, we can also conclude that τD and δD 
decrease for higher ν, as the higher velocity-induced mass 
transport overcomes analyte diffusion. Using the experimental 
iss values, obtained from the plateau-like regions on the right of 
the CVs presented in Figure 2C for different values of ν, τD was 
found to be in the 1-100 ms range for the velocities considered 
in the experiments (110, 24, 8, 5 and 5 ms for flow rates of 0, 2, 
10, 20 and 30 µl s-1, respectively).  
These numerical results are of the order of the time constant 
predicted from the Warburg impedance analysis from the EIS 
data when ν= 0 µl s-1. Indeed, the Warburg element provides a 
phenomenological description of the effect of diffusion on the 
measured current near an electrode for a frequency of interest. 
From EIS curves like presented in Figure 2D, and by analogy 
with the impedance of a capacitor, we define from the 
imaginary part of this equation a capacitance 𝐶𝑊 =
 1 �𝐴𝑊�2𝜋𝜋�⁄ , Eq. 1 can be simplified as 

𝑍𝑒𝑒 = �𝑅𝑠 +
𝐴𝑤
�2𝜋𝜋

� − 𝑗
1

2𝜋𝜋𝐶𝑊
 (8) 

Using an RC system, it is possible to define a characteristic 
time τRC from the impedance given in Eq. 8:  

𝜏𝑅𝐶 = �𝑅𝑠 +
𝐴𝑤
�2𝜋𝜋

�𝐶𝑊 (9) 

This time is expected to account for the response time of the 
system at a given frequency, the response being delayed by the 
diffusive processes occurring in the vicinity of the electrode.  
For the CV, the input frequency is typically the frequency of 
the triangular potential waveform, hence 10 Hz in our case. 
Using the experimental values reported above for the 
impedance, the characteristic time τRC is evaluated as 18 ms for 
a sweep frequency of 10 Hz. This value is hence indicative of 
the characteristic diffusive time expected to control the system 
for this sweep frequency: the diffusion of species is faster than 
the rate of change of the voltage in our CV experiments, but 
will provide a delayed response. One should note that this fact 
holds also for higher frequencies, τRC decreases with frequency, 
because the Warburg impedance decreases with frequency. 
This analysis further stresses the impact of the intrinsic inertia 
of the diffusion layer dynamics in the control of the CV 
response. The effect of this relaxation time can explain the 
delayed response of CV, as the diffusion layer has to be 
constantly re-established. Because of the steady-state, 
diffusion-limited regime of the AMP analysis, we can 
formulate the hypothesis that the AMP traces give a direct 
recording of the concentration profiles at the vicinity of the 
electrode. The initial current increase is mostly indicative of 
Taylor dispersion of the plug in the channels, before the analyte 
reaches the sensing site. In the case of CV, the current rise is 
also largely controlled by dispersion (see Figure 4E), but an 
additional diffusion-related factor induces the delayed response 
observed in Figures 3 and 4. 
Altogether, both the analyses on the Warburg impedance and 
the relaxation of the diffusion layer indicate that the cyclic 
variations in diffusion layer geometry encountered in CV 
results, both qualitatively and quantitatively, in a RC-type 
component, dampening the response kinetics of the system to 
concentration variations. 

Frequency response of the fluidic/ electrochemical system 
The fact that the voltammetric response is delayed over 
amperometry for ν ≥ 1 μl s-1, but not for ν= 0.5 μl s-1 suggests 
an investigation of the frequency dependence of the 
electrochemical signal. More specifically, following an analogy 

with the mechanisms underlying the formation of an image in 
an optical device, as suggested by others,22 the final 
electrochemical signal S recorded as a function of time by the 
device, can be obtained from the convolution of the input 
concentration profile C (in our case, for example, a 4 s step 
profile) with the impulse function IF, a characteristic feature of 
the device:43,44 

𝑆(𝑐) = �𝐼𝐹(𝑐 − 𝑐′)𝐶(𝑐′)𝑑𝑐′ 

≡ (𝐼𝐹 ∗ 𝐶)(𝑐) 
(10) 

with * defining the convolution operator. The function IF here 
principally accounts for the degradation of the signal induced 
by Taylor dispersion, delayed response of the electrochemical 
sensing, etc., and therefore the response of the total 
fluidic/electrochemical system is not solely determined by the 
sensing principle. Analyzing IF is hence important to 
understand the behavior of the device. 

 
Figure 5: Impulse function (IF) for A) AMP and C) CV responses for varying flow 
rates, ν. The corresponding deconvoluted concentration traces are shown on B) 
for AMP and D) for CV (the color codes are the same as the ones of panels A and 
B). The IF was used to compute the MTF (E- 0.5 μl s-1; F- 1 μl s-1; G- 5 μl s-1; H- 10 
μl s-1) for AMP (solid line) and CV (dashed line). 

The Dirac function δ is defined as the function returning 0 for 
t≠ 0 s, and whose integral is 1 over ℝ. More intuitively, δ can 
be approximated as an infinitely high, infinitely sharp peak 
centered over 0 s, the function being otherwise equal to 0. 
Interestingly, δ is the neutral element of the convolution, and IF 
could theoretically be obtained by injecting a narrow, highly 
concentrated step of analyte. This is analogous to obtaining the 
point spread function (PSF) for an optical system.44,45 However, 
this would be experimentally hard to achieve, because of the 
high pressures and fast actuation required. Furthermore, the 
result would only be an approximation of δ. A more elegant 
way is to consider the time integral of δ, hence the Heavyside 
function H,22 leading to 
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𝐼𝐹(𝑐) = (𝐼𝐹 ∗ 𝛿)(𝑐) 

=
𝑑
𝑑𝑐

(𝐼𝐹 ∗ 𝐻)(𝑐) 
(11) 

The IF function can hence be obtained by differentiating the 
response of the device to a step of concentration. To this 
purpose, the experimental curves shown on Figure 4A-D were 
differentiated and normalized to their integral and are shown on 
Figure 5A and C, for the AMP and CV modes, respectively, for 
the different ν values. As expected from Eq. 3, the IF function 
shows a decay, initiated at t= 0 s, as already reported by others 
(the function is set to 0 for t < 0 s).22 The profiles of the IF are 
similar to the right part of a Gaussian curve, in good agreement 
with Eq. 3. In our analysis, only the decaying section is 
expected to be significant. Applying this procedure implies that 
the calculated IF functions contain all broadening and 
dispersion effects, while the concentration profiles of Eq. 10 are 
considered ‘ideal’ step functions. The validity of our approach 
was further confirmed by numerically deconvoluting these IF 
functions from the signal function S(t) (see Eq. 10) to retrieve 
these ‘ideal’ concentration profiles. The results are shown on 
Figure 5B and D: the profiles are well-defined step functions 
indeed, especially for the rising part of the curves, for both 
AMP and CV recordings.  
As stated above (see Eq. 3), the width of the IF is related to the 
slope of the curves shown on Figure 4, and hence to the Taylor 
dispersion. As expected, especially from the fitting to the error 
function and Figure 4E, the IF get sharper as ν increases, thus 
indicating a better time resolution, for both AMP and CV. Also, 
comparison of the IF obtained for AMP to the ones obtained for 
CV reveals that the AMP ones appear to be sharper, hence 
inducing a faster response and better temporal resolution. 
Again, this was expected, as σAMP < σCV for all the v values 
considered. 
Further analysis of the delayed response of CV over AMP can 
be obtained by considering the Fourier transform on the IF, and 
especially the modulation transfer function (MTF), defined as 
the modulus of the Fourier transform of IF44,46–48 

𝑀𝑅𝐹(𝜋) ≡ |ℱ(𝐼𝐹)|(𝜋) (12) 

where ℱ is the Fourier transform operator, and 𝜋 is the 
frequency. The MTF therefore indicates how the amplitude of 
the output signal is modulated with frequency. Experimentally, 
the MTF can also be calculated using the concept of contrast 

𝑐𝑜𝑛𝑐𝑐𝑐𝑐𝑐 =
𝑖𝑚𝑎𝑚 − 𝑖𝑚𝑚𝑎

𝑖𝑚𝑎𝑚 + 𝑖𝑚𝑚𝑎
 (13) 

where imin and imax are the minimum and maximum signal 
intensity. The MTF is then the ratio of the output contrast 
contrastoutput to the input contrast contrastinput,44 as a function of 
f 

𝑀𝑅𝐹(𝜋) =
𝑐𝑜𝑛𝑐𝑐𝑐𝑐𝑐𝑜𝑢𝑡𝑜𝑢𝑡(𝜋)
𝑐𝑜𝑛𝑐𝑐𝑐𝑐𝑐𝑚𝑎𝑜𝑢𝑡(𝜋)  (14) 

 
The MTFs were computed, by taking the amplitude of the fast 
Fourier transform of the IF, and are presented on Figure 5E-H, 
for different values of ν. Generally, the MTF decreases with 
increasing f. This is consistent with the fact that high-frequency 
information tends to be lost because of dispersion, sampling, 
smoothing, etc. The steepness of this decrease is less important 
for higher values of ν. Indeed, the concentration profiles are 
sharper at high flow rates, because of the decreased 
contribution of Taylor dispersion, see Eq. 5. For ν= 0.5 or 1μl s-

1, the MTF for the AMP and CV methods are largely similar. At 
5 μl s-1, there is still a good overlap at low frequencies, but as f 

increases above 1 Hz, the AMP seems to offer a better contrast, 
as its MTF is above the one of CV. Finally, at 10 μl s-1, the 
MTF of AMP is above the one of CV for all the frequencies 
considered, showing that AMP better resolves signal variations, 
and that much less information is lost. 
As detailed in Eq. 14, the MTF can also be obtained directly by 
recording the response of the device to a series of sine waves, 
similar to the one shown on Figure S3 (see in the Supporting 
Information), of decreasing periods (5, 4, 3, 2 and 1 s). The 
resulting traces are shown on Figure S3A, and the output 
contrast was calculated from this trace, for at least 6 cycles. The 
contrast of the input signal, contrastinput in Eq. 14, was here 
taken as 1, with the concentration of analyte varying from 0 to 
1 mM. The flow velocity was set at 5 μl s-1, as this value 
seemed to be a limiting value, where the MTF starts to be 
different for AMP and CV, as was clear from previous analysis. 
The obtained values are summarized on Figure S3B. For all the 
considered frequencies, the AMP showed a significantly (p < 
0.001) higher MTF, and hence a better transmission of the 
signal. This difference was not distinguishable on the MTF 
computed from the IF, but the shapes of the curves are very 
similar over the frequency range considered. This further 
establishes the robustness and validity of the MTF approach, in 
addition to its spectral nature, providing more information on 
the step response of the device.  

Variations of fluid viscosity 
The previous discussion emphasized the role of the relaxation 
of the diffusion layer in the delayed response of CV. To further 
investigate this phenomenon, it is possible to adjust some of the 
diffusion-relevant parameters. In this perspective, the diffusion 
coefficient of FcMeOH was changed by modifying the 
viscosity of the buffer by adding glycerol to the PBS.49–51 
Volume fractions of glycerol of 10% and 20% were used. The 
same mixture was used for the background buffer and the 
preparation of the FcMeOH solution, to avoid gradients of 
glycerol concentration between the different solutions. The 
viscosities η of the different PBS/ glycerol mixtures used in the 
experiments were interpolated from the values reported in ref. 
52 (0%: 1.01 cp; 10%: 1.45 cp; 20%: 2.18 cp). The diffusion 
coefficient can be related to η with53 

𝐷 =
𝑘𝑅

6𝜋𝜋𝑐𝑜
 (15) 

with k the Boltzmann constant, and rp the hydrodynamic radius 
of the particle. Hence, in the 20% mixture, D is half the one in 
PBS. The flow rate was 10 μl s-1, as fast flow rates emphasized 
the differences between AMP and CV. The obtained traces, and 
the corresponding data processing, are shown on Figure 6. 
Here again, the CV traces were found to be delayed, in 
comparison to the AMP curves (Figure 6A-C). The IF and MTF 
analysis was here repeated. The IF were computed, and are 
shown in Figure 6D and E, for the AMP and CV traces, 
respectively. Interestingly, the IF for the CV are unaltered by 
the variations of D and η. However, the IF for AMP becomes 
broader, as the fraction of glycerol increases. This is in good 
agreement with Eq. 4. As the AMP responses to the 
concentration steps are well-described by the positive half of 
the error function, the IF obtained for AMP were fit with a 
Gaussian, centered over the maximum of the IF. The σ values 
of the fitted Gaussians were 0.07 s, 0.09 s and 0.11 s, for the 
0%, 10% and 20% mixtures, respectively. Interestingly, the 
variations of these values are proportional to D-1/2, in good 
agreement with the behavior expected from Eq. 4. Hence, the 
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Figure 6: Effect of viscosity on the AMP (solid line) and CV (dashed line) current traces. As previously described, a 4 s step of 1 mM FcMeOH was injected. The flow 
rate was 10 μl s-1. The control traces (no glycerol added) are shown on A). The viscosity of the buffer was modified by the addition of B) 10 % vol. and C) 20 % vol. 
glycerol. The traces were baseline-subtracted, and normalized to the maximal recorded current. The data presented here is the average of 5 traces, ± SD. The IF was 
calculated, as previously described, for the different viscosity values (D- AMP, E- CV). Finally, the MTF was computed from the IF (F- 0%, G- 10%, H- 20%), for AMP 
(solid line) and CV (dashed line). 

increasing steepness in the decrease of the MTF (Figure 6F-H), 
for the AMP curves, can be explained by the broadening of the 
edge of the injected plug of analyte, hence reducing the 
temporal resolution of the device. This observation also further 
emphasizes the improved reliability of the IF and MTF analysis 
over the observation of the unprocessed traces in the time 
domain, the apparent AMP traces looking similar for all the 
considered viscosities. 
On the other hand, for the CV, the IF do not vary much and are 
all largely comparable for the different glycerol fractions. This 
is understood as further evidence of the filtering effect of τD 
over the observed concentration transients. This is also 
confirmed by the shape of the MTF, which is stable for 
increasing fractions of glycerol. Hence, CV is largely incapable 
of differentiating minute changes in concentration profiles 
induced by variations in viscosity, in comparison to AMP. 
However, closer comparison of the MTF obtained, for CV, for 
0% and 20% glycerol reveals that the slope of the MTF is 
slightly steeper at high glycerol fraction. As iss is typically 
proportional to D2/3 for a range of electrode geometries, τD can 
be expected to be proportional to D-1/3 (Eq. 6 and 7). The 
characteristic frequency of the system associated to τD is 
therefore proportional to D1/3. Hence, if we consider, for 
instance, f25%, i.e. the frequency where the MTF is 0.25, we 
should expect a linear dependence with D1/3 from Eq. 6 and 7, 
corresponding to, if the 0% and 20% glycerol mixtures are 
considered, a decrease of 23%. In good agreement with this 
consideration, the f25% were measured as 2.50 Hz and 2.03 Hz, 
for the 0% and 20% glycerol mixtures, respectively. This 
further supports that the frequency response of the CV curves is 
largely controlled by the dynamics of the diffusion layer. 

Conclusions 
A microdevice, featuring a Pt microelectrode, was used to 
compare the time response of AMP and CV to different 
concentration profiles of the outer-sphere redox probe 
FcMeOH. In all the considered experimental conditions, the CV 
traces were always found to be delayed in comparison to AMP. 
The delayed response of CV was previously reported, for 
neurotransmitters, and mostly attributed to adsorption of the 
analyte to the electrode surface.21,22 By using an outer-sphere 
redox couple, we show that mass transport also significantly 
delays the response of CV. Analyte adsorption, in the case of an 
inner-sphere electron transfer, was not considered in our 
analysis, and the respective contribution of this phenomenon 
and mass transport cannot yet be elucidated. However, using 
different electrode materials and comparing the response of a 
reaction where surface adsorption is involved would be a way 
to investigate the surface affinity of the molecules. The effect 
of mass transport would have to be considered to evaluate 
precisely the mechanisms of analyte adsorption. Overall, the 
analysis of the system shows that the AMP traces are mostly 
controlled by the actual concentration profile, thus achieving 
high temporal resolution, when the CV traces are delayed by 
the relaxation of the diffusion layer induced by the repeated 
scanning of the electrode potential. 
Electrochemical methods being increasingly used for high-
frequency sensing, this finding could contribute to improving 
the temporal resolution of electrochemical methods, especially 
in the case of microfluidic channels. Only convective mass 
transport was considered in our analysis, but the competition 
between the variations of the diffusion layer and a large, time-
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varying diffusional gradient could potentially lead to the same 
observation. This fact is hinted by previous studies of 
exocytotic release, showing that the events recorded with CV 
were broadened in comparison to AMP.54 Furthermore, the 
presence of various matrices, gels and colloids in biological 
samples tend to induce different diffusion coefficients at the 
cell, tissue and organ levels.55–57 However, the glycerol analysis 
shows that CV may not be able to discriminate these different 
levels of diffusivity. Altogether, despite the improved chemical 
resolution of CV, AMP should be preferred when high temporal 
resolution is needed. 

Experimental 

Chemicals 
FcMeOH and glycerol were both obtained from Sigma-Aldrich, 
Switzerland. Phosphate buffered saline (PBS, pH= 7.4) was 
obtained from PAA Laboratories GmbH. PDMS was obtained 
from Dow Corning, USA. 

Design of the device 
The layout of the chip was initially designed in Clewin 4, and is 
shown in Figure 1A, B. It featured two inlet channels on the left 
(width= 100 µm), for the buffer and the analyte streams. The 
junction of these channels was followed by several serpentines, 
for the convective mixing of the chemicals injected into the 
chip. Finally, the main channel reached the 1 mm diameter 
cylindrical sensing chamber. A waste channel was attached to 
the sensing chamber, for the evacuation of the reactants. 

Microfabrication of the device 
The chip was fabricated from PDMS using standard soft 
lithographic techniques. Briefly, a 100 µm thick SU-8 
photoresist layer was spin-coated on a clean Si wafer, and 
patterned through a Cr mask. After developing and silane 
functionalization of the SU-8 master, a 10:1 PDMS mixture 
was poured on the SU-8 structure and polymerized in a 
convection oven at 100 °C for 1 h. To close the channels, the 
resulting patterned PDMS layer was bound to a flat PDMS 
surface, after surface-activation with air plasma (12 W for 70 
s). 
To integrate the Pt electrode inside the channel, a 29 G syringe 
needle was inserted across the sensing site through the PDMS 
layers, under microscopic observation (Figure 1C, steps i. and 
ii.). A Ø 51 µm Pt wire (Science Products AG, Switzerland) 
was threaded in the lumen of the needle (step iii.). The needle 
was then carefully pulled out from the device (step iv), and the 
Pt wire was secured in place with PDMS. The finished device 
was then glued to a microscope slide with PDMS (step v.) to 
facilitate the handling of the system. Fluid connections were 
completed by inserting tubings into the port holes (step vi.). 
The fluid flows were actuated from a computer-controlled 
Nemesys system (Cetoni GmbH, Germany) featuring two low 
pressure pump modules. The time base of the fluidic actuation 
was 0.1 s. As detailed in the text, different time-dependent flow 
profiles (sine, step or sawtooth) were injected into the system, 
at different flow rates, ν. 

Electrochemical measurements 
All the experiments were carried out with an Ivium Powerstat 
(Ivium, The Netherlands) functioning in the 2-electrode mode. 
The electrochemical system was completed with an Ag|AgCl, 3 
M KCl, reference electrode (RE, Bioanalytical Systems Inc., 

USA). This electrode was placed in a 1 ml pipette tip inserted 
in the outlet port hole, thus facilitating the connection of the RE 
to the rest of the system.  
Unless stated otherwise in the text, the CV traces were recorded 
at 10 V s-1 between 0 and 0.5 V vs. Ag|AgCl. The currents 
corresponding to the oxidative peak were then analyzed, 
corresponding to 10 Hz sampling. The background current was 
obtained from blank traces performed in PBS, in similar 
experimental conditions, and subtracted from the traces to 
obtain a flat baseline (see Supporting Information).  
The AMP traces were all recorded at 0.4 V vs. Ag|AgCl, and 
sampled at 10 Hz. Here again, the baseline was subtracted. 
Electrochemical Impedance Spectroscopy (EIS) traces were 
obtained to further characterize the device. The range of 
frequencies was 10 Hz-100 kHz. The applied potential was a 50 
mV amplitude wave, centered over 0.2 V vs. Ag|AgCl, the mid-
peak potential, as indicated by the CV. 
Even though the procedures were largely reproducible, minute 
differences in the experimental conditions were unavoidable: 
condition of the electrode surface, position of the electrode, 
trapping of bubbles in the channels, etc. To minimize the effect 
of these variations on the observed electrochemical behavior, 
and ensure the physical relevance of our data, the datasets 
presented in each different section were obtained, unless stated 
otherwise, from a single experimental session on the same chip, 
to allow upfront comparison between the different traces. More 
precisely, the CV traces were obtained just after the AMP 
measurements had been performed, without any disruption of 
the fluid flow. The AMP traces were performed before the CV, 
as this method allowed for the confirmation of an established 
steady-state and stabilization of the fluidic system, giving rise 
to the expected shape of the traces (sine, or step, or sawtooth). 
Similarly, the electrochemical behavior of the system was 
investigated before each session, by running a control CV in 1 
mM FcMeOH, to check the quality of the device.  

Data processing and statistics 
Where applicable, the results obtained from different datasets 
were averaged, and the variability of the measurement assessed 
by calculating the standard deviation (SD). The number of 
individual datapoints for an identical experimental condition is 
indicated by the value N. The significance of the differences 
observed between two datasets was tested with a double-tailed 
Student’s t-test (assuming the data were normally distributed 
and that the variances were equal). The criterion for 
significance was p < 0.001, indicated in the text by the symbol 
***. 
The deconvolution treatments were performed in Matlab 
R2012b. All the other processing routines were run in IgorPro 
6.34.  
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Using a microfluidic/ electrochemical chip, it is shown that voltammetric techniques cannot resolve fast concentration changes as 
well as amperometry, largely because of the intrinsic relaxation time of the diffusion layer, inducing a dampening of the system 
response at high frequency.  
 


